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Abstract. Uniform interpolation property of a given logic is a stronger form of Craig’s in-
terpolation property where both pre-interpolant and post-interpolant always exist uniformly for
any provable implication in the logic. It is known that there exist logics, e.g., modal propositional
logic S4, which have Craig’s interpolation property but do not have uniform interpolation property.
The situation is even worse for predicate logics, as classical predicate logic does not have uniform
interpolation property as pointed out by L. Henkin.

In this paper, uniform interpolation property of basic substructural logics is studied by applying
the proof-theoretic method introduced by A. Pitts (Pitts, 1992). It is shown that uniform interpolation
property holds even for their predicate extensions, as long as they can be formalized by sequent
calculi without contraction rules. For instance, uniform interpolation property of full Lambek pred-
icate calculus, i.e., the substructural logic without any structural rule, and of both linear and affine
predicate logics without exponentials are proved.

§1. Preliminaries. Uniform interpolation property is a stronger form of Craig inter-
polation property. Craig interpolation property of a given logic L says that for any formula
o and S, if a — p is provable in L then there exists a formula y such that both a — y
and y — f are provable in L and moreover V(y) C V(a) N V() holds. Here V (p)
denotes the set of all propositional variables in a given formula ¢. Such a formula y is
called an interpolant of the formula & — p. Even if Craig interpolation property holds in
a logic L, an interpolant of a given formula @ — f is not always determined uniquely, and
depends in general on both formulas o and f. On the other hand, uniform interpolation
property of a logic L means that for any formula of the form o« — f which is provable
in L there exist an interpolant which determines only by a (post-interpolant) and also an
interpolant which determines only by /8 (pre-interpolant). For its precise definition, see
Section 3.
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It is easy to show that classical propositional logic has uniform interpolation property.
But to show it for intuitionistic propositional logic was never trivial. This was shown
first by using proof theoretic way in Pitts (1992) and then semantically in Ghilardi &
Zawadowski (1995a) and Visser (1996). On the other hand, uniform interpolation property
holds neither for classical predicate logic nor for intuitionistic predicate logic, as shown
in Henkin (1963). (See also an interesting note in van Benthem, 2008 on what Craig
thought at first.) There exist also modal propositional logics, for example S4, which have
Craig’s interpolation property but do not have uniform interpolation property (Ghilardi &
Zawadowski, 1995b). Uniform interpolation property for some modal propositional log-
ics has been shown proof theoretically or semantically. See, e.g., Bilkova (2007), Visser
(1996), and also D’ Agostino (2008) for general information.

In the present paper, we will study uniform interpolation property of substructural log-
ics by using the proof theoretic method introduced by Pitts (Pitts, 1992). To apply the
method, it is necessary to formalize a logic under consideration in a cut-free sequent
calculus. A key proposition (Proposition 5) of Pitts (1992) is shown by using the in-
duction of the weight of formulas and of multisets of formulas, considering backward
proof searches (see, e.g., Bilkova, 2007). Here, the weight of a formula means roughly
its complexity. A main obstacle in this argument will be caused by such a rule that the
weight of its upper sequent(s) is not smaller than that of the lower sequent. Typically,
this can be caused by contraction rules. To resolve this difficulty, Pitts (1992) employed a
contraction-free sequent calculus for intuitionistic propositional logic introduced by
Dyckhoff (1992) and Hudelmaier (1989), instead of the original Gentzen’s calculus LJ.
Here a “contraction-free" calculus means that standard contraction rules are not contained
explicitly. (Note that contraction rule seems to be eliminated from the calculus for intuition-
istic propositional logic in Table 3 in Pitts, 1992, but the above difficulty is shifted to the
rule (—=>). Thus further elaborations were necessary, as shown in Dyckhoff, 1992; Pitts,
1992.) Similarly, to show uniform interpolation property of modal propositional logics
K and T, Bilkova (2007) used contraction-free calculi for them which were introduced in
Heuerding (1998).

From these observations, we can expect that uniform interpolation property may hold for
substructural logics without contraction rules. In this paper, we develop a comprehensive
study of uniform interpolation property of these logics, and show that uniform interpo-
lation property holds even for predicate extensions of basic substructural logics without
contraction rules, i.e., QFL, QFL,, QFL¢y, QInFL, and QInFL.y. The first is known as
full Lambek predicate calculus, and the last two as linear and affine predicate logic without
exponentials, respectively.

Our paper is organized as follows. After introducing cut-free sequent calculi for ba-
sic substructural propositional logics in the next section, we show in Section 3 uniform
interpolation property of substructural propositional logics FL, and FLg,,. Both of them
are commutative, i.e., having exchange rule, and the latter has weakening rule in addition.
These results are extended in Section 4 to their involutive extensions InFL, (i.e., MALL)
and InFLe,,, which are obtained from FL, and FL.y, by adding the law of double negation
——¢ — @. As these arguments rely on commutativity, a certain modification will be
needed in order to deal with the case for substructural propositional logics FL without any
structural rules. This can be carried out in Section 5, and uniform interpolation property
of FL is shown. In the last section, we extend these results for predicate logics. Thus, we
have uniform interpolation for predicate extensions of all basic substructural propositional
logics mentioned above. This makes an interesting contrast with negative result by Henkin
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UNIFORM INTERPOLATION IN SUBSTRUCTURAL LOGICS 457

for classical and intuitionistic predicate logics. For general information on substructural
logics, see Galatos et al. (2007).

§2. Sequent calculi for basic substructural propositional logics. In this section, we
will introduce sequent calculi for three basic substructural propositional logics FL, FL,
and FLew. We will use FL, FL., FL.y etc. both for each of the calculus and for the set
of provable formulas in it. Thus, we say, for instance, that a logic is substructural over
FL if it is an axiomatic extension of FL. The calculus FL has no structural rules, which
is called full Lambek propositional calculus, and is regarded as the basis for substructural
propositional logics. Both FL¢ and FLey are substructural logics over FL, where FL,
(FLew) can be obtained from FL by adding exchange rule (exchange and weakening
rules, respectively). The logic FL. is known also as intuitionistic linear propositional logic
without exponentials. Each substructural propositional logic over FL (i.e., each axiomatic
extension of FLg) is called a commutative substructural propositional logic, as exchange
rule is shown to be admissible in it.

The language of full Lambek propositional calculus FL consists of propositional con-
stants T, L, 1, 0, propositional variables and propositional connectives A, V, -, \ and /.
In algebraic terms, these constants are understood as the greatest element, the least element,
the monoidal unit and the constant for defining the negation, respectively. Although it is
known that T can be defined in FL by using L and 0 as L\0 (and also as 0/.L), we will
take it as a primitive symbol for the brevity’s sake. In standard definition of substructural
logics, only 1 and O are taken as propositional constants of the language while either
T or L is not, but the presence of constants T and L in the language is essential for
showing uniform interpolation property as explained later. Connectives A, V, -, \ and /
are understood as conjunction, disjunction, fusion (or multiplicative conjunction) and two
implications (called left and right divisions), respectively. Formulas are defined in the usual
way. We introduce now three sequent calculi without cut rule. As a matter of fact, cut rule
is admissible in any of them, as it is mentioned in Theorem 2.1 below. Except this the
calculus FL is introduced in the standard way, while FL, and FLey are introduced in a
slightly different way (cf. Galatos et al., 2007).

2.1. Sequent calculus FL. A sequent of FL is any expression of the form either
I' = aorI' =, where a is a formula and T" is a (possibly empty) finite sequence of
formulas separated by commas. Here = is a metalogical symbol. As usual, when I" and
¥ are for finite sequences fi, ..., S and y1, ..., y, of formulas, respectively, I', ¥ (and
I, a, £) expresses the sequence f1, ..., B, V1s---»Yn (@0d L1, ..., Bus @, Y1y s Vs
respectively). The sequent calculus FL consists of initial sequents and rules given below,
where ¢ may be possibly empty, p is any propositional variable, capital Greek letters
I', A etc. denote (possibly empty) finite sequences of formulas.

Initial sequents:

M p=>p
QTI=T

BT, L A=
4 =1

5) 0=
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Rules for logical connectives:

F,F’I,AA% (Iw) rrj o (W)
Fenhany M Eeapamy (2=
% = A = ?,jvwﬁ, Z’ii =% v=)
Fi% (= Vvl) % (= Vv2)

F Aoy ) S e
ETagas, 0 wi=l oy
oe 20420 s pi2le)

2.2. Sequent calculus FL,. Usually, FL, is defined to be the sequent calculus ob-
tained from FL by adding the following exchange rule (see, e.g., Galatos et al., 2007);

Lo, f,A=¢

To simply our discussions in the following, we will adopt a slightly different way of
introducing FL,. That is, we define that a sequent of FL, is any expression of the form
either ' = a or ' = , where a is a formula and I' is a (possibly empty) multiset
of formulas (instead of finite sequence of formulas). It means that the order of formulas
in I does not matter any more, and thus a sequent a, a, f, y = 0 can be identified with
asequent y, a, f, a = 0, for example.

Now, the calculus FL, in the present paper is defined to be a system consisting of the
same initial sequents and rules, but the antecedent (i.e., the left side of =) of each sequent
is always understood as a multiset of formulas. Clearly, exchange rule becomes superfluous
in our formulation, and in fact we can show that the provability of a sequent in our FL is
equivalent under this identification to that in the usual FLe. In addition, formulas «\ f and
[/ are mutually equivalent in FL, i.e., both a\f = f/o and /o = a\p are provable
in FL. Thus, in every substructural logic over FL, we express a\f as a — f by taking
the ordinary symbol — for implication. The negation —a of a formula a is also introduced
in it as an abbreviation of a — 0.

2.3. Sequent calculus FL¢y,. We will take the same approach as FL. in defining the
sequent calculus for FL¢yw, which is usually defined to be a calculus obtained from FL by
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adding exchange rule mentioned above and also the following left- and right-weakening
rules:

INA=yg¢p
o, A= ¢

(W =)

It is easily seen that constants 1 and T, and also constants 0 and L are mutually equivalent
in this FLeyw. Therefore, constant 1 and 0 become superfluous and hence can be deleted in
our language. Moreover, we can show that (a) the sequent I' = is provable in FL.y if and
only if the sequent I' = L in FLgy, and that (b) the rule (w =) can be deleted once we
take the following initial sequent

I Ip,A=p

instead of the initial sequent p = p. This is due to the fact that the rule (w =) is
permutable with any other rule. Taking these facts into account, we get the following
alternative sequent calculus, which we call FL,y in the present paper.

The language of FL.y consists of propositional constants T, L, propositional variables
and propositional connectives A, V, - and —. A sequent of FL¢y is any expression of the
form either I' = a, where a is a formula and I is a (possibly empty) multiset of formulas.
(Thus, we do not allow the sequent of the form I' = in FLey of the present paper. But
this is only for the brevity’s sake.) Initial sequents of FLey consists of the above (1),
in addition to initial sequents (2) and (3) of FLe, and rules of FLe, are obtained from
those for our FL, by deleting both (1w) and (Ow).

Though any of these three sequent calculi does not contain the following cut rule,

I'=o9¢p = w)

I'=a0 X,0,82=0¢
2 LE=0

(cut)

it can be shown that cut rule is admissible in each of them, i.e., adding cut rule does not
change the set of all sequents provable in it. These facts are usually proved in the form of
cut elimination theorem, were shown independently by several people. For instance, see
Lambek (1958), Tamura (1974), Dardzania (1977), Idziak (1984), Ono & Komori (1985),
Komori (1986), Dosen (1988), and Ono (1990).

THEOREM 2.1. Cut rule is admissible in each of FL, FL¢ and FLey.

We define the weight w(p) of a given formula ¢ inductively as follows: w(p) = w(T) =
w(l) = w(l) = w(0) = 1 where p is any propositional variable, and w(p A y) =
wlp vV y) =wlp-y) =wlp\y) = wly/p) = w(p) + wy) + 1. Thus the weight
w(g) denotes the total number of symbols in ¢ (except parentheses). The weight can be
extended naturally to the weight w(I") of each finite sequence or multiset I' of formulas
by the sum of the weight of its members. The weight of a given sequent I' = « is defined
tobe w(l, a).

Take any one of calculus among FL, FL, and FL.y. Then it can be easily ascertained
that in every rule the weight of (each of) its upper sequent(s) is strictly smaller than the
weight of the lower sequent. (Note that the rule (ex =) is not used in our formulation of
FL. and FL¢y.) From this we have the following corollary.

COROLLARY 2.2. Substructural propositional logics FL, FL¢ and FLey, are decidable.

§3. Uniform interpolation for FL, and FL¢y. In this section, we will show uni-
form interpolation property of commutative substructural logics FL, and FL¢y. Uniform
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interpolation property is a stronger form of Craig interpolation property. So we will first
explain Craig interpolation property briefly in connection with uniform interpolation prop-
erty. In the following, for each formula ¢, V (¢) denotes the set of all propositional vari-
ables appearing in ¢. Hence, when V (¢) is empty then ¢ must be a formula formed only
from propositional constants. Similarly, for each finite sequence or multiset I' of formulas,
V(I') we denote the set of all propositional variables appearing in some formula in T'.
A substructural propositional logic L. over FL has Craig interpolation property if the
following holds:

for all formulas a and f, if a\f is provable in L then there exists a for-
mula y such that both a\y and y \f are provable in L and that V (y) C

V(a) N V(p).

We can restate the above definition of Craig interpolation property by replacing all left
divisions \ in the above statement by right divisions /. This is due to the fact that &\ is
provable in L if and only if &« = f is provable in L if and only if f/a is provable in L.

Maehara (1960) introduced a method of proving Craig interpolation property as a con-
sequence of cut elimination. The method works well when it is applied to sequent calculi
FL, FL, and FL¢y. In fact, we can prove the following lemmas, by using the induction
of a given proof P of a sequent ¥ = «a. From the proof we can get an interpolant 8
constructively, which depends on the form of P.

LEMMA 3.1. If a sequent ¥ = o. is provable in FL then for any finite sequences T, T
and A such that T, I1, A is equal to X as sequences there exists a formula 6 such that both
[I=0andT,0, A = a are provable in FL and that V(@) C V(II) N V(T, A, ).

For FL¢ and FL¢y, finite sequences must be replaced by multisets in the above lemma,
and hence it will be rephrased as follows.

LEMMA 3.2. If a sequent ¥ = a is provable in FLe¢(FLew) then for any multisets
IT and A such that the multiset union of I1 and A is equal to X there exists a formula 6
such that both 11 = 6 and 8, A = a are provable in FL¢(FLey, respectively) and that
V@) C VD) NV(A,a).

Craig interpolation property follows immediately from these lemmas. See, e.g., Ono &
Komori (1985), Ono (1990, 1998), and also Galatos et al. (2007).

COROLLARY 3.3. Substructural propositional logics FL, FLe and Flew have Craig
interpolation property.

A given logic L over FL has uniform interpolation property if and only if for each
formula o and each set Vj of propositional variables satisfying Vo C V(a), there exists
a formula a.,[ V] such that

(1) V(a[VoD) C Vo,

(2) the formula a\ (a«[Vp]) is provable in L,

(3) for any formula g such that V(a) N V(f) C Vj, if a\f is provable in L then

(a«[Vo])\/ is also provable in Lb

and also for each formula § and each set V| of propositional variables satisfying V| C
V (f), there exists a formula £*[V/] such that

@ V(B*IVil) € Vi,
(5) the formula (f*[V1])\f is provable in L,
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(6) for any formula o such that V(a) N V() C Vi, if a\p is provable in L then
a\(f*[V1]) is also provable in L.

In such a case, the formula a.,[Vp] is called the post-interpolant of a with respect to Vy,
and f*[ V1] the pre-interpolant of f with respect to Vi, respectively. They are determined
uniquely up to logical equivalence in L. Suppose that a logic L. has uniform interpolation
property and that a formula a\f is provable in L. Let V = V (a) N V(f). Then, a.[V] and
L*[V] are the strongest and the weakest, respectively, among interpolants of a\ .

We note here that the existence of constants L and T is indispensable for showing
uniform interpolation property of FL and FL.. For, otherwise there does not exist a post-
interpolant of a given propositional variable p with respect to the empty set # of variables.
In fact, if y were such a post-interpolant then it should be a formula constructed only by
constants 0 and 1 and moreover the formula p\y should be provable in FL (or FL.). But
this is shown to be impossible.

To confirm uniform interpolation property it is necessary to show the existence of post-
and pre-interpolants of each formula « with respect to each subset Vjy of V (a), due to the
above definition. But, this can be simplified as follows.

LEMMA 3.4. Suppose that for each formula o and each p € V(a) there exists a
post-interpolant of o. in L with respect to V(a)\{p}. Then a post-interpolant in L of o
with respect to Vy exists for each Vo C V(a). Similarly, the similar statement holds for
pre-interpolants.

Proof. This is shown by using the induction on the number n of variables in V (a)\V.
When n = 0, i.e., when V) = V(a), it is clear that « itself is the post-interpolant of «
with respect to V (a), and hence it suffices to take a for a.[V (a)]. This is also trivial by
our assumption when n = 1. Suppose that this holds for n < k, i.e., a post-interpolant of
each formula y with respect to each subset V of V(y) as long as the number of variables
in V(y)\V is less than k + 1. We assume now that for a given formula a, Vj is a subset
of V(a) such that the number of variables in V (a)\ Vy is k + 1. Take an arbitrary variable
p € V(a)\Vy. Then by our assumption, there exists a post-interpolant o[V (a)\{p}] of «
with respect to V (a)\{p}. Let us denote it as 0. Then it satisfies;

(@) V(©©) C V(o)\{p}
(b) the formula «\0 is provable in L,

(c) for any formula f such that V(a) NV (B) C V(a)\{p}, or equivalently p & V (),
if a\ S is provable in L then 6\ S is also provable in L.

Define Vy' = Vo N V(5). Since V(5)\Vy' C {V(a)\{p}}\ Vo, the number of variables in
V(6)\ Vo' is less than k + 1. By using the hypothesis of induction, there exists a formula
0.+[Vo'] such that

(d) V(©6.[Vo']) € W' € W,

(e) the formula d\d.[Vy'] is provable in L,

(f) for any formula B such that V(9) N V(B) C V', if 6\ is provable in L then
J«[Vo'T\p is also provable in L.

By (b) and (e), a\J.[Vo'] is provable in L. Next suppose that V (a) N V(B) C Vp and a\p
is provable in L. Clearly, p & V(f). Hence J\f is provable by (c). From V (0) N V() C
V(e) N V(B) C Vpand V(6) N V(B) C V(d), it follows that V() N V(B) C Vi'. Thus,
J:[Vo'1\B is provable by (f). This means that the formula J,[ V('] is a post-interpolant of «
with respect to Vj. O
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Table 1. Definition of E,(I") for FLe

" matches &p(I') contains
[’} 1
P T
q q
Iony Ep(I',0) NEp(I", )
I ovy Ep(I, )V Ep(T, y)
I, p-w Ep(M',0,w)
o>y Ar,.r,=r[Ap(T1590) = Ep(Ta, p)]
r /\r,,rzzr Ep(rl) 'Ep(r2)
otherwise T

In the following, we show the uniform interpolation property of FL, and FLe by using
the idea of A. Pitts (Pitts, 1992). First, we introduce formulas E,(I') and A ,(I"; o) for FL,
in Tables 1 and 2, where p is any propositional variable, o a formula or may be empty, and
I' a (possibly empty) multiset of formulas. It will be shown in Theorem 3.5 that formu-
las E,(a) and A, (#; a) are explicit representations of a.[V («)\{p}] and a*[V (a)\{p}],
respectively. In this way, we can give a syntactic theoretic proof of the uniform interpola-
tion property of FL, (Corollary 3.6).

We assume in all tables in the present paper (i.e., from Tables 1 to 9) that p is a fixed
propositional variable (predicate symbol) under consideration, q is either any proposi-
tional variable (predicate symbol) other than p or a constant, and r is either any propo-
sitional variable (predicate symbol, respectively, in Table 9) or a constant. In this and
the next sections, we will use — as the symbol for implication, instead of \, as all logics
discussed in them are commutative. We require that in the second row to the last in Table 1,
both T'y and T'y are nonempty.

Both formulas E,(I') and A,(I'"; a) are defined simultaneously by induction on the
weight of I" and I, a, respectively. More precisely, in each induction step, sets of formulas
Ep(T) and A, (T'; @) are defined first. Since both of them will be shown to be finite sets
of formulas, we define next the formulas E,(I') and A,(I'"; &), by taking the conjunc-
tion of all formulas in &£,(I") and by taking the disjunction of all formulas in A, (I"; a),
respectively.

We remark here that both £,(T") and A, ('; &) may contain more than one formula, and
therefore the statement “a set A, (I"; a) contains a formula £ in Table 2 does not imply
always that A,(I'; ) is equal to f. For example, A,(a Vv f;y Vv ) contains
Ap(avp;y)VA,(avp;o)but A,(aVp; y VJ) may notbe equal toit, as A, (a Vv f; y Vo)
contains also A, (a; y VO)AA,(B; y V6). Our goal of this section is to show the following
theorem.
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Table 2. Definition of A, (I'; a) for FL,

I'; o matches

Ap(T'; a) contains

;0 0
0;0 1
0 q q
ryr 1
I;0 Ap(T; 9)
r;T T
I oAy a Ap(X ps0) VvV AR,y a)
I ovya Ap(T, 0;a) NAR(T, s a)
g -v;a Ap(T, 0, w5 a)
I'o— ya Vi, r=r Ap(T139) - Ap(Ta, y; a)
I, 1;a Ap(T';a)
I, L;a T
I V) ry=randr, 20 Ep (1) = Ap(Ta; @)]
Tip Ay Ap(Ts ) A Ap(T; w)
Fiovy Ap(T50) vV ART; w)
gy Vi r=r ApT1;0) - Ap(Ta; y)
I'iep - w Ap(T, 05 w)
otherwise 1

463

THEOREM 3.5. Let T" be a multiset of formulas and o. be a single formula or empty. For

every propositional variable p there exist formulas E,(I') and A, (I'; &) such that

(1) (@ V(E,T)) € VIO\{p},
(®) V(A5 a)) € VI, a)\{p}.

(2) (a) I' = E,(I') is provable in FLe,
(b) T, Ap(T'; @) = a is provable in FLe.

(3) Let 11 be any multiset of formulas not containing p. If II,I' = a is provable in
FLe, then

Downloaded from https://www.cambridge.org/core, on subject to the Cambridge Core terms of use, available at https://www.cambridge.org/core/terms.

https://doi.org/10.1017/5175502031400015X


https://doi.org/10.1017/S175502031400015X
https://www.cambridge.org/core
https://www.cambridge.org/core/terms

464 MAIJID ALIZADEH ET AL.

(a) I, E,(I') = a is provable in FLe, when p & V (a),
(b) I = A,(T; ) is provable in FL,.

Proof. We will devote the rest of this section to the proof of Theorem 3.5. The first
statements 1(a) and 1(b) are trivial. The second statements 2(a) and 2(b) are confirmed
by using simultaneous induction on the weight. More precisely, in the induction step, we
need to show that (1) when w(I') = wo, a sequent I' = E,(I") is provable in FL¢ under
the assumption that every sequent of the form I'' = E,(I'') and X', A,(X"; ) = f
are provable in FL, whenever w(I'") = w(Z’, f) < wp, and (2) when w(Z, a) = wy,
a sequent X, A,(X;a) = a are provable in FL, under the assumption that every se-
quent of the form I'" = E,(I'") and X', A,(X’; f) = p are provable in FLe whenever
w(T’) < wp and w(X/, B) < wy.

It is not hard to show the second statements 2(a) and 2(b) for each of the initial steps.
What actually we need to show is that I' = f is provable in FL, for each g € &,(I)
and that I', 6 = a is provable in FL, for each 6 € A,(T'; ). (In the rest of this section,
sometimes “provable in FL," is expressed simply as “provable.")

We consider here the cases for T is of the form I/, 9 — . Take arbitrary multisets
I' and T3 such that their multiset union I'y, T'; is equal to T”. Since either of weights
w(I'1, p) and w(I, y) is smaller than w(I"”, ¢ — ), sequents I'1, A,(I'1; ¢) = ¢ and
I';, w = E,(I'2, w) are provable by using the hypothesis of induction. Using (—=),
wegetl,0 = y,A,(T'1;90) = Ep(I'2, ) and hence I, 9 = w = A,(I'1590) —
E,(T'2, y) is provable. Thus, we have that I/, 9 — y = /\FI’FFF,[A,,(D; p) —
E,(I'2, w)] is also provable. This is what we need to show for the case where I' = I’,
o= Y.

For the statement 2(b), take I'1 and I'; as before. By using the hypothesis of induction,
both sequents 'y, A,(I'1;9) = ¢ and 'z, y, A,(I'2, w; @) = «a are provable. Hence,
I, 09— vy, Ap(Ty59) - Ap(I2, w; @) = a is provable. Since this holds for arbitrary I'y
and T, such that T'y, Tp = T/, we have the required result.

We show next the third statements 3(a) and 3(b). Again we use the induction on the
weight of II, " = «a. (Note that the proof is not carried out by using the induction of
the length of a given proof, different from the proof of Craig interpolation property by
Maehara’s method. As mentioned just above Lemma 3, an interpolant given by Maehara’s
method is determined by a given proof. On the other hand, to guarantee the uniformity
of pre- and post-interpolants, we must consider all (but finitely many) proofs of a given
sequent IT, " = «.) This time, it suffices to show that I, # = a is provable for some
p € &,(I") when p & V({a}), and IT = 4 is provable for some 6 € A,(T'; ).

Every initial step consists of cases where a given sequent I1, I' = « is an initial sequent.
Let us consider the case where I1, I' = a is of the form » = r where r is a propositional
variable. Obviously, a is r. Now suppose that r is different from p. If II is » then T is
empty. Since &£,(T") contains 1 and r, 1 = r is provable, 3(a) holds. Note that A,(@; r)
contains r. Thus 3(b) holds. If IT is empty, I" is r. Then 3(a) holds as £, (r) contains r and
r = r is provable. Also 3(b) holds, since A, (r; r) contains 1. Suppose next that r is p.
Then, IT must be empty, and I" is equal to p. It is enough to show 3(b). But it can be shown
similarly as the last case of the previous case.

We consider next the induction step. Suppose that the sequent II, ' = a is provable,
where I1 is a multiset of formulas not containing p. We discuss here only the cases where
it is obtained by applying either (— =) or (=—). In the first case, let [T, I'| = ¢ and
IIp, I'2, w = a be the upper sequents for some Ily, 1o, I'1 and I'p, where I1; and II»
are sub multisets of I1, and I'; and ', are sub multisets of I', respectively. Note that the
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weight of either of upper sequents is smaller than that of II, I’ = «. Thus, we can apply
the hypothesis of induction to them. We consider the following two cases depending on
whether ¢ — w € II or not.

Case 1. Assume that ¢ — w € II. Hence, Il = II;,Il2,¢ — wand I' = 'y, .
Our assumption implies that neither ¢ nor w contains p. We show first that the statement
3(a) holds, assuming that p &€ V(a). Let us suppose moreover that both I'; and I'»
are nonempty. By the hypothesis of induction, sequents I, E,(I'1) = ¢ and Il2, v,
E,(I'2) = a are provable. Applying first (—=>) and then (- =) to them, we get Iy, 11>,
9 = w,EyTy) - Ey(I'2) = a. Thus, 111, 12,9 — y, /\Fl,rzzrand Ty 0 E,Ty) -
E,(I2) = a. When I'i = @ and I'; = I', both [T} = ¢ and IIo, v, E,(I') = « are
provable, and hence I1;, I1>, 9 — w, E,(I') = a is also provable. Similarly, this holds
alsowhen 'y = I"and ', = 0.

Next we show the statement 3(b). First we assume that I'; is nonempty. By the hypoth-
esis of induction, sequents I1y, E,(I"1) = ¢ and I, y = A,(I'2; a) are provable. By
using (—=>) and then (=—), we have 11, 1o, 9 — v = E,(I'1) = A,(I'2; a). From
this and the definition of A ,(I'; &), the provability of I = A ,(I"; a) follows. When I'; is
empty, I’ = I'. In this case, both Iy, = ¢ and II,, ¥ = A,(I'; ) are provable. Hence,
Iy, 2,9 = w = A,(I'; a) is provable.

Case 2. Suppose otherwise. Then IT = II;, Il and I' = T'1,T2,9 — . First we
assume that p ¢ V(a). By the hypothesis of induction, both II; = A,(I'1;¢) and
Iy, E,(I'2, ) = o are provable. Applying (—=) to them, I1, A,(I';;9) —
E,(I'2, y) = aisprovable. By using (A =), I1, A, r,—r [Ap(T1590) = Ep(T2, p)] =
a is shown to be provable, from which the provability of II, £,(I') = « follows. For
the statement 3(b), both I1} = A,(I';; ¢) and II, = A,(I'2, w; a) are provable, using
the hypothesis of induction. Thus, IT = A,(I'1;¢) - A,(I'2, w; @) is provable. Thus,
IT = A,(I'; a) is provable.

We discuss next the case where the last rule applied is (=—), i.e., the sequent un-
der consideration is of the form II,I" = ¢ — . Thus the upper sequent must be
II,T,9p = w. When p ¢ V(p — ), obviously p & V(y). Hence by using the
hypothesis of induction, I1, E,(I'), 9 =  is provable, from which the provability of
I, E,(I') = ¢ — y follows. For 3(b), I = A,(T', ¢; y) is provable by the hypothesis
of induction. Hence the provability of Il = A ,(I'; ¢ — ) follows from the definition of
Ap(Ls 9 = ). O]

COROLLARY 3.6. The uniform interpolation property holds for FLe.

Similarly to FL,, we can show the uniform interpolation for the logic FL¢y. To get a
similar result to Theorem 3.5 for FLgy, it is necessary to modify Tables 1 and 2 in the
following way. In the definition of E,(I"), we replace the first 3 lines of the original table
by the following, and also in the definition of A,(I"; ), among the first 5 lines delete the
first, the second and the fifth lines and then replace the fourth lines by the following, while
keeping the third line as it stands. (As a matter of fact, the sixth line in the previous table
becomes redundant in the new table.)

We can show a result for FLey which corresponds to Theorem 3.5, in the same way as
our proof of Theorem 3.5. But some additional calculations using induction will be nec-
essary in order to confirm that the modified E,(I"’, r) for any variable » and A ,(T'; ¢) for
any variable g except p satisfy the condition 3(a) and 3(b). respectively. As a consequence,
we have the following.
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Table 3. Modified E,(I') and A,(T'; o) for FLey

' matches &p(I') contains
[/ T
I, p T
I'.q q
I'; o matches Ap(I'; o) contains
Iiq q
I’,rir T

THEOREM 3.7. The uniform interpolation property holds for FLey.

Example 1. Let us consider the following sequent: p,s,—=(p Agq) = g = (r V s),
which is provable in FLe,. Variables which appear common in the left side and the right
side of the sequent are ¢ and s. It can be easily observed that —¢ and s are interpolants in
FL.w. Hence, =g A s and —¢g V s are also interpolants. Moreover, ¢ — s is an interpolant.
Consider the set £, (p, s, =(p Aq)), using Tables for FLew. As =(p Aq) is an abbreviation
of (p Agq) — L, it contains all formulas of the form A,(I'1; p Aq) = E,(I'2, 1), which
is equal to —A, (T'1; p A q), where the multiset union of I'} and ', must be equal to
the multiset {p, s}, and contains also all formulas of the form E,(Ay) - E,(A2) where
both A; and A, are nonempty multisets such that their multiset union is equal to the
multiset {p, s, =(p A q)}. Take the conjunction of each of them. Then, the first one is —g
and the second is s. Thus, E,(p,s, —=(p A g)) is =g A s. Similarly, we can show that
Ar(@;9g > (rVvs))isequaltog — s.

§4. Involutive logics InFL, and InFL.y,. The approach to uniform interpolation prop-
erty in the previous section can be applied also to substructural logics InFL, and InFLey
which are involutive extensions (i.e., extensions by adding the law of double negation
——p — @) of FL¢ and FLey, respectively. They are sometimes called linear logic
(denoted by MALL) and affine logic (without exponentials), respectively.

As usual, we will take multi-succedent sequent calculi in order to formalize them. Hence,
sequents of calculi InFL, and InFLy, are of the form I' = A, where I' and A are
(possibly empty) multisets. Roughly speaking, rules of InFL, and InFL,,, are obtained
from those of FL, and FL.y, given in the previous section, by replacing any formula ¢
by a multiset @, and any sequent of the form ® = y such that y is different from ¢ by
® = y, A with a multiset A. An important feature of these calculi lies in their duality.
For this purpose, it is convenient to use a unary connective — for negation and a binary
connective +, the dual of fusion as primitive logical connectives, while the implication —
is regarded as a symbol such that @ — f is defined by —a + f. It can be shown that o + S
is equivalent to —~(—a - —f) in these calculi. Here is a precise definition of the sequent
calculus InFLe..
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Initial sequents:

(1) p = p for any propositional variable p,
2QI=T,A

B3I, L= A

4 =1

5 0=

Rules for logical connectives:

I'= A I'=> A
Fisa ™) r5o0a =29
I'=>a A ( Ia= A (
Fas A ) s —aar =7
Ia= A I,p= A
F,a/\[)’ﬁA(Al:) F,a/\[)’ﬁA(Az:)
I'=sa, A T=4A la=A I,=A
I'=saAp, A =N Lavpg= A V=)
I'=>a A I'=p,A
Fsavpa =VD Fsavpa =&V
Fa,p= A I'=sa, A Z=p0A
W EY Fssa paA &0
lNa=A Z,p=A I'=a,p,A
T Yatfo A A ) TSatpa &1

From these rules, one can see the duality between T and L, 1 and O, A and Vv, and
- and 4. Therefore, in each of these pairs one is defined by the other using the negation —.
The following theorem holds (see, e.g., Girard, 1987; Troelstra, 1992).

THEOREM 4.1. Cut rule is admissible in InFLs.

By the definition of the uniform interpolation property, it will be necessary to show the
existence of both the post-interpolation and the pre-interpolation for each formula y and
each subset V of V(). But as long as the law of double negation holds in a logic L, the
existence of one of them implies the existence of the other, as shown below (cf. Bilkova,
2007).

LEMMA 4.2. When the law of double negation holds in a logic L, the pre-interpolant
exists always if and only if the post-interpolant exists always.

Proof. Though this lemma holds also for noncommutative logics, we give a proof of this
lemma when L is commutative. (See Galatos et al., 2007 for the law of double negation in
noncommutative logics.) Suppose that the pre-interpolant exists always for each formula y
and each subset V of V(). Let a be an arbitrary formula and V{y be an arbitrary subset of
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V(a). We show that the formula —(—a)*[Vp] is the post-interpolant with respect to o and
Vo. First note that V (—(—a)*[Vp]) = V((—a)*[Vo]) C V. Next, since (—a)*[Vo] > —a
is provable in L as (—a)*[Vp] is the pre-interpolant, « — —(—a)*[Vp] must be provable
in it. Lastly, let f be any formula such that V(a) N V(f) C Vy and that a — p is
provable in L. Then = — —a is provable, and hence —f — (—a)*[Vj] is provable, by
the definition of the pre-interpolant. This implies that —(—a)*[Vp] — f is also provable
in L, by using the law of double negation. Thus, —(—a)*[Vp] is the post-interpolant. The
converse implication can be shown similarly. 0

Because of the above lemma, it is enough to introduce the notion of A,(I'; A) for
arbitrary multisets I" and A, which is an extension of A ,(I'"; &) introduced in the previous
section. In the following Table 4, we assume that I'; = A; = @ is not allowed fori € {1, 2}
in the definition of A,(I'1, T'; Ay, Aj).

Corresponding to Theorem 3.5, the following two results can be shown similarly to it
and its corollary. (Compare this with Theorem 5.1 in Bilkova, 2007.)

THEOREM 4.3. Let I' and A be arbitrary multisets of formulas. For every propositional
variable p there exist a formula A,(I'; A) such that:

(1) V(A,(T'; A)) € VI, A)\{p}.

(2) I', A,(I'; A) = A is provable in InFLe.

(3) Let 1 and A be arbitrary multisets of formulas not containing p. If 11, T = A, A
is provable in InFLe, then I1 = A,(I'; A), A is provable in InFL,.

COROLLARY 4.4. The uniform interpolation property holds for InFLe.

Our calculus InFL,y is obtained from InFL, by deleting all of its initial sequents and
rules related to constants 1 and 0, and then adding every sequent of the form I', & = a, A
as new initial sequents. In the same way as FLy, we can show a result on InFLe, which
corresponds to Theorem 4.3 by modifying the Ist, the 3rd and the 4th lines of Table 4 as
shown in Table 5. Note that the admissibility of cut rule in InFLgy, is proved in GriSin
(1982). Thus we have the following.

THEOREM 4.5. The uniform interpolation property holds for InFLy, .

§5. Full Lambek calculus FL.. One may suppose that our arguments will work also
for noncommutative substructural logics like full Lambek calculus FL by simply replacing
finite sequences of formulas in sequents by multisets of formulas. But, if we try to define
E, and A, for FL we will face a certain difficulties caused by the noncommutativity of
formulas in a given sequent. Let us consider the following rule for left division;

a, I = p
rsag &V

As one of rules of FL, it means that we can derive I' = o\ only when « is the left-most
formula in the left side of the upper sequent. On the other hand, when we understand the left
side of each sequent to be a multiset of formulas, we can derive I' = «\  whenever a is a
member of the left side of the upper sequent. This difference will affect the definition of £,
and A, for FL. Let us look at our proof of 2(a) of Theorem 3.5 on FL for the case when
T is of the form I/, 9 — w, and compare this with the corresponding case for FL. In the
former case, we could show that I, 9 — v = A, r,_p[Ap(T150) = Ep(I2, y)l
is provable, where I'1 and I'; are any multisets of formulas such that their multiset union
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Table 4. Definition of A,(I'; A) for InFL.

I'; A matches Ap(T'; A) contains
ryr 1
3; 0 0
q; 9 -q
9;q q
I, 1; A Ap(T7; A)
Ir;0,A Ap(T; A
r;T,A T
I, L; A T
Cip Ay, A Ap(Ts0, AY AN A5y, A)
LoV, A Ap(T5 0, )V Ap(T; p, A')
oAy A Ap(T,0; M)V Ap(I, w5 A)
o vy; A Ap(T' 0 AY A AT, ys A)
I p-y; A Ap(T, 0, w5 A)
Tio+w, A Ap(Tsp,p, A)
I Tase-y, A A Ap(Tis 0, A1) - Ap(T2s w, Ag)
[, 02,0+ w; AL, Ar Ap(T1, 05 A1) - Ap(Ta, w5 Ag)
[, T AL A Ap(T; A+ Ap(Tp; Ag)
[5—g, A Aplp, T; A)
I, —p; A Ap(T's0,A)
otherwise 1

I'y, 'z is equal to T'’. On the other hand, in the latter case, both sequents I';, A p(T50)=
¢ and I'2, w = E,(I'2, ) are provable by the hypothesis of induction, and hence the
sequent I'1, A, (I'1; @), I'2, o\ = E,(I'2, y) is provable in FL. But, then we can get the
provability of I'y, I'2, o\ = A,(I'1; ¢)\E,(I"2, w) only when I'| is empty and hence
I'" is equal to I';. In addition to this, there remains an exceptional case when A,(T'1; @) is
provable in FL. In fact, in this case 'y, I'2, p\y = E,(I'2, y) is provable, and therefore
E,(I'2, y) must be also put into &, (I).
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Table 5. Modification of A, (I'; A) for InFLey

I'; A matches Ap(T; A) contains
I’ r;r, A T
I, q; A —q
Tiq, A q

Thus, we need a certain modifications of £, and A, for noncommutative substructural
logics. In the following, we will define operations E, and A, with side conditions for FL
and show the uniform interpolation property of FL by using them. At the end of the present
section, we show that once we assume the exchange rule, side conditions can be removed
from our tables, since our definition of £, and A, with side conditions is equivalent
to that of E, and A, for FLe. Hence, E, and A, for FL can be regarded as a natural
generalization of the definition of them for FL,.

We define now formulas E,(I') and A, (I" | A ; a) in the following Tables from 6 to 8,
where p is any propositional variable, o a formula or empty and I" and A are (possibly
empty) finite sequences of formulas, and show Theorem 5.2. Because of noncommutativity
of FL,, A, must be defined for these triples (I, A, &) (cf. Lemma 3.1). Similarly as commu-
tative cases, sets of formulas £,(I") and A, (I" | A; ) are defined first, and then formulas
E,(I')and A,(I" | A; @) are defined to be the conjunction of all formulas in £, (I") and the
disjunction of all formulas in A, (I" | A; ), respectively. It can be verified easily that sets
E,(T) and A, (T | A; a) are finite, and that both E,(T") and A,(T" | A; ) are defined by
simultaneous induction on the weight of sequences I' and T', A, a, respectively. In these
tables, we assume that p is a fixed propositional variable under consideration, g is either
an arbitrary propositional variable other than p or any constant, and r is any propositional
variable.

Different from commutative cases, sometimes the definition of £, and A, depends on
whether their side conditions are provable or not in FL. In Table 6 for £, some rows are
expressed as "E,(I") contains the formula X with a side condition ¥, which means that
the set £, (I") contains the formula X when Y is provable in FL. For instance, if I" matches
21, Z2,0\y, A, then £,(I") contains E, (X1, y, A) aslongas A, (# | Zo; ¢) is provable
in FL. The same notation is used also in Table 3 for A ,. More importantly, the presence of
side conditions does not cause any problem of well-definedness of E,, and A, because of
the decidability of FL, shown in Corollary 2.2.

LEMMA 5.1. Both E,(I') and A,(I' | A; ) are well-defined, and are obtained from
I', A, a in a constructive way.

THEOREM 5.2. Let ', IT and A be finite sequences of formulas and o. be a single formula
or empty. For every propositional variable p there exist formulas E,(I1) and A ,(T' | A; @)
such that

(1) (@) V(E,(II)) € VID\{p},
(b) V(AT A;a)) € VT, A, a)\{p}.
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Table 6. Definition of E,(I') for FL

" matches &p(I') contains side conditions
[ 1
p T
q q
.o Ap, A Ep(Z,0, AYNEp(Z,y, A)
.oV, A Ep(Z,0,A)VEHZ,y,A)
0y, A Ep(Z,0,p,A)
Z, o\, A Ap(@1 25 p\Ep(y, A)
Zp, X2, 0\y, A Ep(Z1, . A) [Ap(@] 225 9)]
X, p/e, A Ep(Z, w)/Ap(A10; ¢)
Z,w/e, A1, Ay Ep(Z,yw, Ar) [Ap(A1 105 9)]
NI ) Ep(Ty) - Ep(In) Ty #0,T2 #0)
otherwise T

(2) (a) II = E,(II) is provable in FL,
(b) I'A,(I' | A; @), A = a is provable in FL.

(3) Suppose that T', 11, A = a is provable in FL. Then
(a) T, E,(IT), A = a is provable in FL, when p ¢ V(I', A, ),
(b) Il = A,(I' | A; a) is provable in FL, when p & V (11)

Proof. Tt is obvious that the statements 1(a) and 1(b) hold. We notice here that the
remaining statements can be shown similarly as for the case of FL,, as long as II, I and
A are concerned only with propositional variables, constants and logical connectives V
and A. For, their behaviors are not essentially affected by the presence or the absence of
exchange rule (compare Tables from 6 to 8 for FL with Tables 1 and 2 for FL,).

Now, consider the second statements 2(a) and 2(b). They can be shown by using simul-
taneous induction on the weight. Let us consider 2(a) for the case where II is equal to
2, o\w, A. (It will be interesting to compare the following proof with the corresponding
part in the proof of Theorem 3.5. It will be seen that by the lack of exchange rule, E,
and A, will take their default values T and L, respectively, for many cases, by which
statements 2(a) and 2(b) become trivially true.) We divide X into X1, Z,. By the hypothesis
of induction, both X1, w, A = E,(Z1,y,A) and A,(¥]| Z2;¢), 22 = ¢ are prov-
able. Thus, X1, A, (9] Z2;0), Z2,0\y, A = E,(Z1, v, A) is also provable. Suppose
first that X is empty (and hence X, = X). Then, by applying the rule (=, \) we get
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Table 7. Definition of A, (I" | A; a) for FL

I' | A; « matches Ap(T' | A; &) contains
g10;0 0
019;0 1
410,90 1
910;q q
rld;r 1
dlryr 1
I'|A;0 Ap(T| A; 0)
T|A;T T
I, 1L, Ase Ap(T, 2] Asa)
1AL L Ay a Ap(T' [ Ay, Ags )
I, LIz Asa T
I'l A, L A a T
Fony,TalAsa Ap(Tp. Dol Asa) VAT, y, T2 | A a)
FlALeAY, Ayia Ap(T | Ay, 0, Ap;a) VAT | Ay, w, Agsa)
I'eovwy, A a ApT1, 0, To | Asa)y NAp(Ty, w, T | A )
FlALeVy, Aya Ap(T A1, 0, A2, 0) NAR(T | A, v, Ags @)
ClAony Ap(T 1 Asp) ANAR(T | As )
ClAsovy Ap(T1A50) VAT A )

that X, p\w, A = A,(0 | Z2; 9)\E,(Z1, w, A). Note that the formula A, (@ | Z2; ¢)\
E (X1, v, A) belongs to £,(X, ¢\, A). Suppose next that A,(¥ | X2; ¢) is provable.
Then, applying cut rule, we have that X, X5, p\y, A = E,(Z1, y, A) is provable, and
E,(Z1, w, A) belongs to £,(X, ¢\, A). For other cases, T belongs to £,(Z, ¢\, A).
Thus, X, p\w, A = E,(Z, ¢p\y, A) is provable.

Consider next 2(b) for the case where a formula ¢\ y appearsin ' or Ain A,(I' | A; a).
Suppose first that T" is 'y, I'2, ¢\, I'3. By the hypothesis of induction, both T,
Ap(T2 | 0 ;59) = ¢ and Ty, v, T3, Ap(T1, v, T3]A; @), A = a are provable. Then,
[, T2, A,(I208 50),0\w, I3, A,(T'1, y,[3]A;a), A = a is provable. So, when
Ap,(I'2 | 8 ;9) is provable, I't, I, o\y, I3, A,(I', v, I3 | Aja),A = a is
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Table 8. Definition of A,(I' | A; a) for FL

I' | A; o matches

AP(F | A; @) contains side conditions

I'io-w. Il Asa
LCALe-w, Aya
F'lAsp-y
Iyl Ay
CIAL Ay -y
LA o\y, Aysa
I, Tl A o\y, Azsa
L' Ag, A, o\y, Agsa
I o, e\p, I3[ Asa
I'iv/p, o | Asa
Fiw/e,Tol Ay, Agsa
I'Lw/e, 1o, I3 Asa

LA w/e, Ay, Az a

Ap(T1, 0,9, T2 | Asa)
Ap(T' | Ay, 0, v, Ags )
Ap(T 195 9) - Ap(@] A y)
Ap(To | A ) [Ap(T 19; 9)]
Ap(T 1 Ay;9) [Ap(0] Az; w)]
Ap(T [y, Agsa) - Ap(8] Ay; )
Ap(Ta | Ay 0) [Ap(Ty ly, Az; a)]

Ap(T' | Ag, v, Ag; a) [Ap(@] Ay; 9)]
Ap(Ty, w, I3[ Asa) [Ap(T2 |05 ¢)]
Ap(Ta 1 850) - Ap(Ty, v | Asa)
Ap(T2 |A1; ) [Ap(T1, v | Ags a)]

Ap(Ty, w, I3 Asa) [Ap(T2 105 9)]

Ap(T| A, v, Az a) [Ap(@] Az ; )]

LA p\y Ap(p, T | A; w)

LA /e Ap(T' 1A, 0;9)

Il Asa Ep(To\Ap(T'1 | A; @) (I'y #9)

LA A a Ap(T 1 Az;a)/Ep(Ay) (Ap #9)
otherwise 1

provable, where A,(I'1, w, I'3]A; a) € A,(I' | A; ). Next suppose that I" is 'y, I', and
Ais Ag, Ay, p\y, Ay. By the hypothesis, both I'2, A, (I'2 | A;9), Ay = ¢ and Iy,
Ap(I'y |Ag, w, Az ), Ao, w, Ay = a are provable. Hence, I'1, A, (I'y | Ao, v, Az; a),
Ao, T2, Ap(T2 | Av; ), A1, @\, Ay = a is provable. We consider the following three
cases. First we assume that ', = @, which implies I'y = T'. If moreover Ay = @ then
we have that I', A, (I'|y, Ao; a) - A, (O] A1 @), A1, @\, Ay = a is provable. Recall that
Ap(T| w, Ay;a) - Ap(B|A1; @) belongs to A,(T'|A1, p\w, Az; o). On the other hand,
if A,(@] Ay; @) is provable then we get I', A,('|Ag, v, Az; ), Ao, Ar, o\, Ay =
a, where A,(I" | Ag, y, Az; ) belongs to A,(I" | Ag, A1, ¢\, Ay; o). Next we as-
sume that I'y # #. In this case, if Ag = # and A,(I'1 | y, A2; a) is provable, then we
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have I'1, I'2, A, (I'2| A1 9), A1, 9\w, Ay = a, where A, (I'2]A1; @) belongs to A, (T'q,
[2|Av, o\y, Az a).

We show the third statements 3(a) and 3(b) by using the weight of the sequent I, IT,
A = a.They can be shown easily when the sequent is an initial sequent of FL. Otherwise,
the sequent is obtained by applying one of rules, let us say (R), of FL. We will consider
here the case where (R) is (\ =), for example, and give the detailed proof. We suppose
that I', I[1, A = a isequal to ®, £, ¢\, A = a, and is obtained in the following way:

T=¢ O,y,A=a
0.5\ Asa 7

Since the weight of each of upper sequents is smaller than that of the lower sequent, we
can assume that statements 3(a) and 3(b) hold for both of them. To show statements 3(a)
and 3(b) for the sequent ®, =, ¢\, A = «, we need to consider several cases depending
on which part of ®, X, ¢\, A can be regarded as II of our Theorem. In the following,
we assume always that the propositional variable p will never occur in any formula outside
of IT when we consider 3(a), but p will never occur in any formula inside of IT when we
consider 3(b).

(1) Case where I1 is a part of ®, Z. There are the following three subcases.

(1-1) ITis a part of ®. That is, ® is of the form ®1, I1, ®,, where both ®; and ®, may
be empty. For 3(a), since Oy, I1, ©;, y, A = a is provable, @1, E,(II), @2, y, A = «a
is also provable by the hypothesis of induction. Moreover, as ¥ = ¢ is provable, we
have that ®y, E,(II), @2, X, ¢\w, A = a is provable. Thus, 3(a) is shown. For 3(b),
since @1, I1, @, w, A = a is provable, Il = A,(01 | O, y, A; a) is provable by the
hypothesis of induction. On the other hand, as £ = ¢ is provable, A,(d | Z; ¢) is also
provable. In such a case, A,(01 | @2, y, A; a) belongs to A, (01 | Oz, X, p\y, A; a).
Thus, 3(b) is shown.

(1-2) s Iy, T with nonempty 17 and I such that © is of the form ®, I1; and X is of
the form I1,, Zo: For 3(a), since both I, X9 = ¢ and ®g, I}, v, A = «a are provable,
E,(I13), X0 = ¢ and Og, E,(I1}), v, A = « are also provable by the hypothesis of in-
duction. Thus, @, E,(I11) - E,(I12), Zo, ¢\, A = a, and hence O, E,(II), Zo, p\ v,
A = a are provable. For 3(b), by the hypothesis of induction, both I1} = A,(@q | v,
A;a) and II; = A,(@ | XZo; @) are provable. Therefore II = A,(Q¢ | v, Aj;a) -
Ap(#| Zo; @) is provable, which implies 3(b).

(1-3) ITis a part of X. Similarly as (1-1).

(2) Case where II contains the principal formula ¢\ i of this (\ =). Consider the following
two subcases.

(2-1) TI includes also X. Then, we can assume that IT is I1y, [T, ¢\, 13 such that
(i) ® is of the form ®g, IT;, (ii)) X = II; and (iii) A is of the form I3, Ag. Here,
IT; may be empty, and either II3 or Agp may be empty. For 3(a), by the hypothesis of
induction, @, E, (111, v, I13), Ag = a is provable. On the other hand, as II, = ¢ is
provable, A, (@ | I2; @) is provable. Thus 3(a) holds, since E,(I1y, y, I13) belongs to
&, Iy, Ia, \y, I13) in this case. The statement 3(b) is almost immediate.

(2-2) Otherwise. Then ITis Iy, ¢\, I1> such that X is of the form X, I1; with nonempty
Yo and A is of the form Il;, Ag. For 3(a), by the hypothesis of induction Xy =
A,(@|111;9)and O, E,(y, I12), Ag = a are provable. Hence, ©, X, A, (@ | I11; ¢)\
E,(y,112), Ag = a is provable, where A, (@ | I11; 9)\E, (v, I12) belongs to £, (11, @\
v, I12). Thus, we have 3(a). For 3(b), by the hypothesis of induction, both E,(Zo),
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I} = ¢ and y, 11 = A,(® | Ag; a) are provable. Thus, E,(Zo), 11, p\y, 1 =
Ap(© | Ag; a) is provable, and hence I11, p\y, IIo = E,(Z0)\A,(O | Ag; a) is prov-
able. From this 3(b) follows.

(3) Case where I1 is a part of A. The proof is similar to the case (1-1). O

COROLLARY 5.3. The uniform interpolation property holds for full Lambek proposi-
tional calculus FL.

Before concluding this section, we will explain how Tables 1 and 2 of £, and A, for
FL. can be obtained naturally from Tables from 6 to 8 if we assume exchange rule, in
addition. Let us consider our Tables for FL. First, we replace both formulas ¢\ and
w/p by ¢ — y, and moreover regard every finite sequence I of formulas as a multiset
of formulas. In this way, the formula E, (I, ¢\, A) in our Table 6, for example, will be
translated into a formula E,(I', A, ¢ — ) in FLe. We translate also the set A,(I' | A; a)
and hence the formula A ,(T" | A; &) in Tables 7 and 8 into a new definition of A, (T, A; a)
and A, (I, A; a), respectively. We compare this new tables for FL. with the tables for FL,
in Section 3. It is easily seen that these formulas £, and A, of FL, obtained in this way
coincide exactly with those in the tables for FL, in Section 3, as long as they are defined
without using any side condition.

We consider now the following two rows in Table 6 for £,, where the second one has a
side condition.

2) X1, X2, 0\p, A E,(Z1,y, A) with the side condition A, (@] 2 ; ¢).

By the above translation we get the following new tables concerned with the implication;

)2, A 9>y Ap(Z;9) = Ep(A, y),

2) 1,20, A0 > v E,(Z1,A, ) with a condition A, (XZ7; ¢).
Take a multiset of formulas of the form ®, A, ¢ — w. Then £,(0, A, ¢ — ) contains
Ap(©;90) = E,(A, )by 1’), and also E,(A, w) when A,(0®; ¢) is provable in FLe.
Recall that the formula E,(®, A, — ) is obtained by taking the conjunction of all
formulasin £,(®, A, ¢ — ), and hence itis of the form y A(A,(O; p) = E,(A, y))A
E,(A, w), when A,(O; @) is provable. But, obviously, A,(®; ¢) = E,(A, y) implies
E,(A, w), when A,(0; ¢) is provable, and hence E,(®, A, 9 — y) is equivalent to a
formula y A (A,(®; ) = E,(A, y)). Thus, 2°) becomes redundant in the definition of
&y in the case of FLe, and we get the same formula E), as defined for FL,.

Next we consider the following four rows in Table 8 for A, in each of which a formula
@ — y appears at the left side of semicolon.

D T ALo\y, Az a Ap(T 1y, Axsa) - Ap(@ ] Ar; ),

2) I', o | Ar, 9\, Az a Ap(Ta | Ay ) with Ap(Ty |y, Ay a),

3) Tl Ao, Ap\y, Asa Ap(T | Ao, w, Aosa)  with Ap(8] Ays 9),

4 I, T, o\, T3] Asa Ap(TLy, T3] Asa)  withAp(I2 105 ¢).
We translate them to get new tables of A p for FLe, which can be summarized as follows.
Note that the above 3) and 4) become essentially the same after the translation.

SYLLA g > yia  Ap(A,ysa)-ApTse),

6) ILA,9p > v;a Ap(T;9) with a condition A, (A, v; a),

DI,A 0> y;a Ap(A,y;a) with a condition A ,(I'; ).
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Since A,(I', A, — w;a) is obtained by taking the disjunction of all formulas in
Ap(T, A9 — yw;a), it will take a form 0 vV (A, (A, y;0) - A,(T;9)) vV Ap(T; ) Vv
Ap(A, y;a), in general. On the other hand, A,(I"; ¢) implies A, (A, y;a) - A,(I'; @)
when A, (A, w; a) is provable, and also A, (A, y; a) implies A, (A, y;a) - Ap(L; )
when A, (I'; @) is provable. Hence, A ,(I', A, 9 — w; a) is always equivalent to a formula
OV (A,(A, y;a)- Ap(T; @)). Other cases can be treated in the same way. Thus, our new
tables of A, for FL. are essentially the same as that in Section 3.

§6. Propositional quantifiers and uniform interpolation. In this short section, we
mention briefly substructural propositional logics with propositional quantifiers (or, second
order substructural propositional logics) and uniform interpolation in substructural propo-
sitional logics. For each substructural propositional logic L, define L2 be the substructural
propositional logics with propositional quantifiers, i. e. with quantifications over proposi-
tional variables. (Note that different from the definition of QL in Montagna, 2012, we do
not assume the following as an axiom of L2: Vp(p V&) — (Vpe V&), where p has no free
occurrence in ¢.) By the use of existential and universal propositional quantifiers, uniform
interpolation property of L? can be shown immediately. But, in order to derive uniform
interpolation property of L from this, we need to show that (1) L? is conservative over
L and (2) L? has quantifier elimination, i.e., for each formula ¢ of L and each propositional
variable p there exist formulas € and o of L such that 3pp (Vpe) is mutually equivalent to
€ (a, respectively) in L (see, e.g., Montagna, 2012, where uniform interpolation in A-core
fuzzy logics is discussed).

Here, for each substructural propositional logic L discussed so far, an interpretation of
L? into L can be given in just the same way as in Pitts (1992). The following theorem,
which is a modification of Proposition 9 in Pitts (1992), says that the conservatively and
quantifier elimination hold in L2 in our case. Now, let L be any of FL, FL¢, FL¢y, InFL,
and InFLey.

To confirm that our proof can be carried out in the same way as that Proposition 9
in Pitts (1992), we need to check several things. First, it is easy to see that existentially
quantified propositions dp¢ can be defined by Vg (Vp(p — q) — ¢q) (with g not free in
) in FL¢2. (But in FL, it is necessary to replace this by Vg (¥p(g/9)\g) (which is shown
to be equivalent to Vg (¢/Vp(p\q))).) The translation * of formulas of L2 to propositional
formulas of L can be defined in the same way as that in Pitts (1992), i.e.,

(1) r* =r for every propositional variable or constant,
2 (pty) ="t y") foreachf e (A, V,-\,/},
3) (Fp o) =A,(0").

Here, A, (p) means A, (¥; ¢) (or, A, (8|9; ¢) for FL). Obviously, ¢* is equal to ¢ for every
propositional formula ¢ of L. Then, results which correspond to Lemma 8 and Proposition
9 of Pitts (1992) can be shown for L and L?. We note that in proving Lemma 8 of Pitts
(1992), the following congruence property of <> in intuitionistic propositional logic Int
was used;

Int = (y & y') = 0ly/q] < 0ly'/q]
But, this does not hold in general for logics under consideration. Instead, we can show
the following modified congruence property in FL by replacing the provability with the
deducibility,
v & y'FrLlly/q] < 01y’ /q].
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(For more information on the deducibility, see Galatos et al., 2007.) As a matter of fact,
the congruence property of this form is enough to get a result for L. which corresponds to
Lemma 8 of Pitts (1992). Thus, we have the following.

THEOREM 6.1. Let L be any of FL, FL¢, FLew, INFLe and InFLey. The translation *
gives an interpretation of L? into L such that (1) for every sequent T = ¢ of a proposi-
tional logic L? with propositional quantifiers, if T = ¢ is provable in L? then T* = ¢*
is provable in L, and (2) ¢* is equal to ¢ for every propositional formula
o of L.

§7. Uniform interpolation for substructural predicate logics. As mentioned in
Henkin (1963), uniform interpolation holds neither for classical predicate logic nor for
intuitionistic predicate logic. In the following, we show that uniform interpolation holds
for each substructural predicate logic which is the minimum predicate extension of one
of substructural propositional logics discussed in the present paper. We assume that the
language for predicate logics contains no function symbols. First, we consider the case
where the language contains neither individual constants, and then show how to modify
the proof when it has individual constants. In the following, letters x, y, z, v etc. denote
individual variables.

The sequent calculus QFL of full Lambek predicate calculus is obtained from FL by
adding the following rules for quantifiers.

Iolv/x],A= ¢ I' = aly/x]
I',Vxa, A = ¢ V=) I' = Vxa =)

Ioaly/x], A= ¢ I' = alv/x]
I,3xa, A = ¢ 3=) I' = dxa =3

Here, a[v/x] and a[y/x] denote the formula obtained from « by replacing all free occur-
rences of x by v and y, respectively. Also, in the application of (= V) and (3 =), the
individual variable y must satisfy the eigenvariable condition, i.e., it does not appear in the
lower sequent as a free variable. Similarly, we can introduce minimum predicate extensions
QFL,, QFL¢y, QInFL, and QInFL¢,, of FL¢, FL¢yw, INFL, and InFL,,, respectively.
(Of course, for QInFL, and QInFL,y, we need to replace ¢ by a multiset @ in (V =)
and (3 =), and add a multiset ¥ to the right side of each sequent in (= V) and (= 3).)
The admissibility of cut rule can be extended to each minimum predicate extension (see,
e.g., Dardzanid, 1977; GriSin, 1982; Komori, 1986; Girard, 1987; Ono, 1990; Troelstra,
1992).

LEMMA 7.1. Cut rule is admissible in each of QFL, QFLey, QInFL, and QInFL.y.

Moreover, we can show the following (see Wang, 1963; GriSin, 1982; Komori, 1986).
(In fact, this holds even if the language contains both individual constants and function
symbols. See Kiriyama & Ono, 1991, for the details.)

THEOREM 7.2. Each of structural predicate logics QFL, QFLey, QInFL, and QInFLey
is decidable.

The notion of the weight can be extended to first-order formulas, by defining that
w(a) = 1 for every atomic formula a and w(Vxp) = w(Ixp) = w(p) + 1. We note that
it is possible to formalize classical predicate logic in a cut-free sequent calculus without
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“explicit" contraction rules, e.g., the one given by Kanger in Kanger (1957), the rule (V =)
will be of the following form;

I,Vxa,alv/x] = ¢
I',Vxa = ¢

But the weight of the upper sequent becomes greater than the lower one. In the following,
we discuss uniform interpolation property of QFL in details. For each predicate symbol
p, we introduce the definition of E,(I') and A ,(I"; &) in the following Table 9, in addition
to Tables 1 and 2 for FL¢. (To be precise, the 2nd and 3rd rows in Table 1 and the 3rd and
4th rows in Table 2 must be replaced by the Ist and 2nd rows, and the 5th and 6th rows in
the following Table 9, respectively.) In Table 9, we assume the following:

e 7 is the first individual variable (in a fixed list of variables) which does not appear
in I in the table for £,(I') (and in I'; a in the table for A, (I'; a), respectively),

e o runs over all free variables appearing in I' in the table for £,(I') (and in I'; « in
the table for A, (I"; a), respectively).

We can observe that every free variable in each member of £,(I") (A, (A; a)) appears
free in I (and A, a, respectively). There are only finitely many possible matchings in
Tables 1, 2, and 9, which implies that both £,(I") and A, (A; a) are finite sets of formulas.
Thus formulas E,(I') and A ,(A; o) are well-defined. Now we show the following theorem
which is an extension of Theorem 3.5. In the following, V(A) denotes the set of all
predicate symbols appearing in a given multiset of formulas A.

Table 9. Additional E,(I') and A, (I'; a) for QFLe

I" matches &p(I') contains
p(vy, -+, on) T
g1, k) gy, -+, 0f)
I, vxp Ao Ep(T’, Blo/x1) AVZE (T, flz/x1)
I/, 3xp FEp (I, Blz/x])
I'; a matches Ap(I'; o) contains
B q1, -, 0p) qvy, -, vk)
r(og, -+ op);r(og, -+, 0g) 1
I;Vxp VzAp(T; Blz/x])
[;3xp Vo Ap(T; Blo/x]) v FzAp(T; Blz/x])
', Vxf; 9 Vo, Ap(T', Blo/x]; 6) v 3zA (I, Blz/x]; )
I’,3xB; 6 VzAp (T, Blz/x]; )
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THEOREM 7.3. Let I' be a multiset of first-order formulas, and o be a single first-order

Sformula or empty. For every predicate symbol p there exist first-order formulas E ,(I') and
Ap(I'; o) such that

(1) (@ V(E,(I)) € VID\{p},
(®) V(AT a)) € VT, a)\{p}

(2) (a) I' = E,(T) is provable in QFLe,
(b) I', Ap(I'; @) = a is provable in QFLe.

(3) Let 11 be any multiset of first-order formulas not containing the predicate symbol
p.- If 11, I = a is provable in QFLs, then

(a) I, E,(I') = a is provable in QFL,, when p & V (a),
(b) I = A,(T; a) is provable in QFLe.

Proof. The proof goes essentially the same way as the proof of Theorem 3.5. For
statements 2(a) and 2(b), we give here a proof for 3. For 2(a), let us consider the case
where I is of the form A, 3x/5. Take the variable z, which does not appear in A, 3xf. By
the hypothesis of induction, A, flz/x] = E,(A, flz/x]) is provable in QFL,. Hence,
A, Blz/x] = FzE,(A, Blz/x]). Since z satisfies the eigenvariable condition, we have
A,3xp = AzE,(A, Blz/x]). From this, 2(a) in the present case follows.

For 2(b), consider first the case where I'; @ matches I'; 3xf. By the hypothesis of
induction, we assume that I', A ,(I'; f[u/x]) = plu/x] is provable, and hence I', A, (I';
plu/x]) = Fxp is provable in QFL, for every variable u. In particular, this holds for
every variable which appears free in I'; 3xf and also for the variable z. From the latter,
the provability of I',3zA,(T'; flz/x]) = 3Fxp follows. Thus, T', \/, A,(I'; flv/x]) v
dzA,(I'; Blz/x]) = dxp is provable.

Next consider the case where I'; a matches A, 3xf; J. Similarly to the above 2(a), we
take the variable z. Then, A, flz/x], Ap(A, plz/x]; 6) = 0 is provable in QFL, by the
hypothesis of induction. Hence A, B[z/x],VzA,(A, plz/x];6) = ¢ is provable. From
this, the provability of A, 3xf, VzA (A, Blz/x]; 6) = 0 follows, as z does not appear in
A, xp; 6.

We discuss next 3(a) and 3(b). Suppose that the sequent I1, ' = ¢ is provable, where
IT is a multiset of formulas not containing the predicate symbol p. We give here a proof of
the cases where the last rule applied is either (3 =) or (= 3). For (3 =), it is necessary
to consider the following two cases.

Case 1. Suppose first that IT is equal to [T/, Ax. We show that the statement 3(a) holds, as-
suming that p & V (). Suppose that I1, I’ = ¢ follows from the upper sequent I, Bu/x],
I' = 4, where u is an individual variable which does not appear in I1, I’ = J as a free
variable. From the hypothesis of induction for 3(a), IT', f[u/x], E p(I') = 0 is provable
in QFL,. Since u does not appear also in £,(I") as a free variable, we can show that
I, 3xp, E,(I') = ¢ is also provable. For 3(b), since I, f[u/x] = A, (I'; ) is provable
by the hypothesis of induction, I1’, 3x = A, (T'; 9) is provable as u does not appear in it
as a free variable.

Case 2. Next we assume that T" is equal to T’, 3xf and show that 3(a), assuming that
p & V(0). Consider the case where the upper sequent is of the form IT, T/, Blu/x] =
d, where u does not appear in II,I" = ¢ as a free variable. By the hypothesis of in-
duction, IT, E,(I", flu/x]) = ¢ is provable, and hence I, JuE,(I", flu/x]) = 0 is
provable also. As neither of u and z appear in I' as free variables, 3zE,(I", flz/x])
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= JuE,(I", plu/x]) is provable. Hence, I1,3zE, (I, f[z/x]) = o is provable. For
3(b), T = A,(", flu/x]; o) is provable by the hypothesis of induction. Therefore,
IT = YuA, (I, plu/x]; 0) is provable, and using the similar argument as above, IT = Vz
A, (I, Blz/x]; 6) is shown to be provable. (Though z may appear in IT as a free variable,
it does not matter.)

For (= 3), we may assume that the sequent I1, I' = Jxp is derived from II, " =
plu/x] for some variable u by applying (= 3). When p & V(@3xp) = V(flu/x]),
IT, E,(I') = plu/x] is provable by the hypothesis, and thus I, E,(I") = Jxp is prov-
able. Thus, 3(a) is shown. For 3(b), Il = A,(I'; f{u/x]) is provable by the hypothesis of
induction. If u appears in I', 3x$ then IT = \/, A,(I"; f[v/x]) is provable, where v runs
over free variables appearing in I', 3xf. Otherwise, I1 = JuA,(I'; flu/x]) is provable,
and hence I1 = 3zA,(I'; f[z/x]) is provable as z does not appear in I', 3x/. Then, the
provability of IT = \/, A,(I'; flv/x]) v 3zA,(T'; Bz/x]) follows in either case. 0

COROLLARY 7.4. The uniform interpolation property holds for QFLe without function
symbols and individual constants.

We remark that the 3rd row of &,, the 4th and the 5th rows of .Ap in Table 9 are of
the form different from the 4th row of &, the 3rd and the 6th rows of .Ap. As is seen in
the proof of Theorem 7.3, the latter corresponds to rules for quantifiers with eigenvariable
condition while the former is not. One may suppose that each of the former cases could
be simplified. For example, when I'; & matches I'; 3x/f, the formula \/D Ap(T; plo/x]) v
JzA,(T; plz/x]) in A, would be simplified to the formula JzA ,(T'; f[z/x]), since 3z
A, (L5 Blz/x]) will follows from A,(I"; f[v/x]) for any v. But this is not the case. For
instance, consider the case where I" is p(v) and f is p(x) for a unary predicate symbol
p. Then, A,(T'; plv/x]) is A,(p(v); p(v)) which is equal to 1, while 3zA,(I"; Blz/x])
is 3zA,(p(v); p(z)). But z is never equal to v as it is a variable which does not appear
in {p(v), Ixp(x)}. Therefore, A,(p(v); p(z)) is L and hence so does 3zA ,(p(v); p(2)).
Obviously, L does not follow from 1.

When the language contains individual constants, an interpolant y of a formula a — f
must satisfy the condition that not only predicate symbols but also individual constants in
y are contained in common in both o and . For this purpose, it is necessary to introduce
formulas E7,(I') and A%, (I'; o) such that neither predicate symbol p nor individual constant
c appear in them. Now define £ (I') and A}, (I'; @) by

o EL() =3w(E,D)w/c),
° A;(F;a)E‘v’w(AP(F;a)[w/c]).

Here, w is an individual variable not appearing in I" for EIC7 andin I, a for A;, respectively,
and E,(I")[w/c] and A, (T"; a)[w/c] denote formulas obtained from EIC7 (I') and A; (T'; @),
respectively, by replacing every occurrence of ¢ by w. Then we can show the following
(2) and (3) in the same way as those in Theorem 7.3.

() (a I'=> E;, (') is provable in QFL,,
(b) T, A;(F; a) = o is provable in QFLe.

(2) Suppose that neither p nor ¢ appear in I1. If [T, ' = « is provable in QFL, then
(a) I, E; (I') = a is provable in QFL, when neither p nor ¢ appear in a,
b)) M= A; (T'; @) is provable in QFLe.
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The same argument holds also for other predicate extension QFL, QFLe,, QInFL, and
QInFL,y even when the language contains individual constants. We note that for QFL, "a
side condition Y" must be understood as the provability of ¥ in QFL. As QFL is decidable
as mentioned in Theorem 7.2, we can confirm that Lemma 5.1 holds also for QFL.

THEOREM 7.5. The uniform interpolation property holds for QFL, QFLe, QFLey,
QInFL, and QInFLy, without function symbols.

Example 2. At the end of Section 3, we discussed interpolants of a sequent p, s, =(p A
q) = g — (r v s) in FLgy. We showed that the post-interpolant of the formula p - s -
—(p A q) with respect to the set {g, s} (which in fact is equal to E,(p,s, =(p A q))) is
—g A s, while the pre-interpolant of ¢ — (r V s) with respect to {g, s} (which is equal to
Ar(@;9 > (rvs)))isqg — s.

To make a comparison with it, we consider here interpolants of the sequent p (), s(u, v),
—dy(p(y) A q(u, y)) = Vxq(x,x) = Fz(r(z) Vv s(u, z)) in QFL¢y, where u and v are
mutually distinct variables. Note that this sequent is provable in QF L. First, consider the
set £,(p(u), s(u,v), =dy(p(y) A q(u, y))). The computation goes similarly to that in Ex-
ample 1. One of its conjuncts is the negation of the formula of the form A, (A; Jy(p(y) A
q(u,y))), where A is a nonempty submultiset of {p(u),s(u,v)}. For any such A,

Ap(A; y(p(y) A q(u, y))) contains
Ap(A; p(u) Aqu,u)) vV Ap(A; p(0) Agu,0)) v IY'A,(A; p(y) Aqu,y'))

where y’ is a new variable. As the second and third disjuncts are always equal to L,
Ap(A;dy(p(y) Aq(u,y))) is shown to be equal to g (u, u) and hence this first conjunct is
equal to —¢q (u, u). Another conjunct is expressed essentially as E,(p(u)) - E,(s(u,v)) -
E,(—=3y(p(y) Aq(u, y))), which is equal to s(u, v). Thus, E,(p(u), s(u,v), =3y(p(y) A
q(u,y)))is —q(u, u) As(u, v). On the other hand, it can be shown that A, (¢; Vxq (x, x) —
Fz(r(z) Vv s(u, 2))) is equal to Vx'q (x’", x') — Fz’s(u, 7).
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